1.2         MATRIX ALGEBRA

In this section you will learn some matrix algebra which will help you to understand the analysis of systems of differential equations. You will learn 

· To find equilibrium points

· To find the trace and determinant of a matrix

· To find eigenvalues and eigenvectors of a matrix

· To find equations of directrices

· To determine the type of eigenvalues

1.2.1 Equilibrium points

The behaviour of many practical systems can be modelled by differential equations. These can be one single differential equation or a system of differential equations. In this section you are going to investigate the algebra of a pair of first order linear differential equations.

An autonomous pair of first order differential equations have the general form
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When a trajectory starts at an equilibrium point it remains there indefinitely. Thus, at an equilibrium point 
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· Worked example 1

There is a parallel example on the web for those who prefer to use Maple to solve the equations. 

Find the equilibrium points of the system given by
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At an equilibrium point 
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Therefore, the equilibrium points are 
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Here are some examples for you to try.

· Examples 1

Identify all the equilibrium points of the following systems
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1.2.2 Trace, determinant and discriminant of a matrix

Any pair of linear differential equations has a matrix associated with it. The linear system


[image: image9.wmf]&

&

x

ax

by

p

y

cx

dy

q

=

+

+

=

+

+


can be written in matrix form
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or
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There are three quantities concerned with matrices which you will need to be able to evaluate. These are the trace, the determinant and the discriminant usually denoted by 
[image: image13.wmf]D

.

determinant(A)=det(A)=ad-bc
trace(A)=tr(A)=a+d
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· Worked example 2

Find the values of the trace, determinant and discriminant for the matrix associated with the linear system 
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The matrix associated with the equations is given by
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· Examples 2

Evaluate the trace, determinant and discriminant of the matrices associated with the following systems.
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1.2.3 Equilibrium points of a linear system

For the linear system 
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at an equilibrium point
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Therefore 
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Thus there is a single equilibrium point provided that 
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. In this case the system is said to be simple.

If 
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 the system needs further investigation. There could be additional solutions or no solutions and the system is said to be nonsimple. 

The linear system
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can be written in matrix form
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The system is simple and has only one equilibrium point provided 
[image: image29.wmf]ad

bc

-

¹

0

 

However, the value of 
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Therefore the system is simple provided 
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· Summary
· If 
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the system is simple and has one equilibrium point.

· If  
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 the system is nonsimple and needs further investigation. There may be additional solutions or no solutions at all.

· Worked example 3.

What can be deduced about the equilibrium points of the following systems.
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1. The matrix associated with the equations is given by
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Therefore the system is simple and there is only one equilibrium point which is at (0,0).

2. The matrix associated with the equations is given by
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Therefore the system is non simple and the equilibria need further investigation.

In this case there will be a line of solutions since both equations are the same line.
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3. The matrix associated with the equations is given by
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Therefore the system is non simple and the equilibria need further investigation.

In this case the equations are parallel lines and there are no solutions.

· Examples 3

What can be deduced about the equilibrium points of the following systems
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1.2.4 Directrices or asymptotes.

These are straight line solutions. Thus any point starting on the trajectory remains on the trajectory for all time. Thus the gradient doesn't change with time and  every point on the line satisfies the equation
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where 
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 is a constant.
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where I is the identity matrix
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The system will only have a unique solution if 
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This equation is called the characteristic equation for the matrix A and is a quadratic so in general there will be two values (real, imaginary or coincident) for 
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. These are called the eigenvalues of the matrix A. The values of X which satisfy
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are called the eigenvectors of A.

If  
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 is a real eigenvector of A and the equilibrium point of the system is 
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 then since the equilibrium point is not at the origin using a simple transformation the equation of the directrix is 
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where k can take any value.

It is only the real values of the eigenvalues 
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 which have practical importance . These correspond to real eigenvectors and real directrices.

· Worked example 4

Here is a worked example for you to study. There is a parallel worked example on the web for those who wish to use Maple.

For the systems 
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find  a)  the equilibrium point 

b) the eigenvalues

c) the eigenvectors 

d) the equations of the directrices

1a)    To find the equilibrium point.

At the equilibrium point 
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b)  To find the eigenvalues 

First find the matrix A associated with the system


[image: image59.wmf]A

A

A

=

-

L

N

M

O

Q

P

=

=

4

2

1

1

5

6

tr

b

g

b

g

det


The characteristic equation is given by 
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c) To find the eigenvectors

There are two real eigenvalues and therefore there will be two real eigenvectors and two directrices.

When 
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Therefore the eigenvector is 
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Therefore the eigenvector is 
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d) To find the equation of the directrices

These are given by
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and
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2a)    To find the equilibrium point.

At the equilibrium point 
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b)   To find the eigenvalues 

First find the matrix A associated with the system
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The characteristic equation is given by 
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c) To find the eigenvectors 

When 
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Therefore every vector 
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 satisfies the above equation and is an eigenvector. 

Thus there are an infinite number of eigenvectors and hence an infinite number of directrices.

Notice that the matrix A is diagonal. This will always be true for a diagonal matrix.

d)    Every trajectory is a straight line trajectory and therefore a directrix.

· Summary

· The eigenvalues of the matrix A satisfy
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· The eigenvectors X of  the matrix A satisfy
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· In general if  
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 is a real eigenvector of A and the equilibrium point of the system is 
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  the equation of the directrix is 
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      where k can take any value.

· If there are two real eigenvalues there will be two directrices.

· If there is one real repeated eigenvalue there are two possibilities                                 If the matrix is not diagonal there is one eigenvector and one directrix                   If  the matrix is diagonal there is an infinite number of eigenvectors and an infinite number of directrices.  

· If the eigenvalues are complex there will be no directrices.

· Examples 4

For each of the following systems 

a) find the equilibrium points 

b) find the eigenvalues

c) if the eigenvalues are real find the eigenvectors and the equations of the directrices.
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1.2.5 Types of eigenvalues

Since it is the nature of the eigenvalues which determines the number of directrices it is not always necessary to find their actual values.

Since the eigenvalues satisfy the quadratic equation
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then 
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will be real or imaginary depending on the sign of the discriminant given by
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The type of eigenvalues can be determined from the three quantities tr(A), det(A) and 
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.

Investigation 1

You are going to investigate the eigenvalues when 

· 
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>0, det(A) > 0 and tr(A) > 0

· 
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>0, det(A) > 0 and tr(A) < 0

· 
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>0, det(A) < 0

The material for this investigation is on the web.

It follows from the characteristic equation 

If 
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>0 the eigenvalues are real

If  det(A) > 0 the eigenvalues both have the same sign.

If in addition tr(A) > 0 both eigenvalues will be positive or if tr(A) < 0 both eigenvalues will be negative.

If  det(A) < 0 the eigenvalues  have opposite sign.

Investigation 2

You are going to investigate the eigenvalues when

· 
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<0,  tr(A) > 0

· 
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<0,  tr(A) < 0

· 
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<0,  tr(A) = 0

It follows from the characteristic equation 

If 
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<0 the eigenvalues are imaginary

If further tr(A) > 0 the eigenvalues have positive real part or if  tr(A) < 0 the eigenvalues have negative real part or if det(A) = 0 the eigenvalues have zero real part.

Investigation 3.

You are going to investigate the eigenvalues when

· 
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=0,  tr(A) > 0,

· 
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=0,  tr(A) <0,
It follows from the characteristic equation

If 
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there is one real repeated eigenvalue 

If in addition tr(A) > 0 the eigenvalue will be positive or if tr(A) < 0 the eigenvalue will be negative.

Now complete the following table

Table showing types of eigenvalues

Discriminant
Det(A)
Tr(A)
Eigenvalues

+
+
+
Real, both +

+
+
-


+
-
+ , - or 0


0
+
+


0
+
-


-

+


-

-


-

0


· Worked example 5

Determine the type of eigenvalues of the matrix associated with the system
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The matrix associated with the equations is given by
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since 
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is positive and det (A) negative the eigenvalues are real but have different signs.

· Examples 5

Determine the types of eigenvalues associated with the following systems


[image: image105.wmf]1

3

3

3

5

2

4

2

3

3

5

10

14

1

2

3

2

2

7

11

1

2

2

.

&

&

&

&

&

&

&

&

&

&

&

&

   

          

         2

.

   

          

         3

.

   

          

          

   

          

          

        

4.

   

          

       5.

   

      6.

   

          

          

   

          

     

x

x

y

x

x

y

x

x

y

y

x

y

y

x

y

y

x

y

x

x

y

x

x

y

x

x

y

x

y

y

x

y

y

y

=

-

=

-

=

-

=

-

=

+

=

-

=

-

=

-

+

+

=

-

=

-

=

-

+

-

=

+


YOUR OWN NOTES

Here are some questions to help you make your own summary.

How do you find the equilibrium points of a system of differential equations?

How do you find the matrix A associated with a system of differential equations?

What are the tr(A),det(A) and 
[image: image106.wmf]D

?

What is the characteristic equation of A?

How do you find the eigenvalues of A?

What is the connection between the eigenvalues and the number of directrices?

How do you find the eigenvectors of A?

How do you find the equations of the directrices?
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